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The MENELAS projectaimed to produce a normalized
conceptual representation from natural language pa-
tientdischarge summaries. Because ofthe complexand
detailed nature ofconceptual representations, evaluat-
ing the quality of output of such a system is difficult.
We present the method designed to measure the quality
ofMENELAS output, and its application to the state of
the French MENELAS prototype as of the end of the
project. We examine this method in theframework re-
cently proposed by Friedman and Hripcsak We also
propose two conditions which enable to reduce the
evaluation preparation workload.

INTRODUCTION

Medical language processing (MLP) has now grown
mature enough to consider evaluation issues seriously.
As a concrete outcome, Friedman and Hripcsak' re-
cently proposed a collection of criteria to help make
the evaluation of MLP systems more reliable. MLP
systems aim at producing representations of the med-
ical information found in free text documents. These
representations are more and more "concept-oriented",
which raises specific issues for evaluation. The main
aim of the MENELAS project2'3 (Jan 1992-Mar 1995)
was to build a normalized conceptual representation of
free text patient discharge summaries (PDSS) in French,
English and Dutch, in the domain of coronary diseases.
This conceptual representation was meant to be a pivot
representation from which user-level services could be
provided. As an illustration, the project included pro-
totype modules for two such tools: coding into ICD9-
CM4 and query-answering,5 both operating directly on
the conceptual representation, without reference to or
knowledge of the source language.

The need for methods to monitor prototype perfor-
mance was identified from the desigp stage of the
project. Effective tools were in place in the last project
phase, and were used to assess the quality ofthe French
and Dutch prototypes as they stood by project end.6The
method used was inspired by the "MUC" evaluation
methodology.7 However, the type ofrepresentation and
the target tasks presented specificities which required
us to adapt this methodology in several respects.

This paper reports on this evaluation method and its ap-

plication to the French MENELAS prototype (an eval-
uation of the Dutch MENELAS prototype is described
by Spyns;8 the English prototype is described in the
MENELAS final report6). We first provide background
on MENELAS andrelated MLP and conceptual systems,
as well on the evaluation of natural language process-
ing (NLP) systems. We then describe the MENELAS
evaluation method. We summarize and comment the
results of its application to the French MENELAS pro-
totype. We then discuss the evaluation method itself,
in relation with the framework proposed by Friedman
and Hripcsak.1

BACKGROUND

MENELAS is an effort to produce a representation of
natural language texts which has good informational
and computational properties: a "normalized concep-
tual representation"2 which supports detailed, com-
positional representation of medical information and
inferences on it. This representation, based on Con-
ceptual Graphs,9 is very similar to the one promoted
by the GALEN project.10 More generally, there is a
general movement of medical terminologies towards a
more concept-oriented view, as was evidenced at the
last IMIA WG6 Conference.11 However, conceptual
representations are complex to design;12 tey are also
difficult to produce from natural language, and require
methods13"4 to bridge the gap between the flexibility
of natural language and the strong constraints'5 on a
normalized conceptual representation. MLP projects
which aim at this class of representations include
MENELAS3, RECIT16 and PARSETALK.14

As the field of NLP became more mature in the late
80's, and under the pressure of the US funding agen-
cies, it started to examine more seriously the issues of
evaluation. The catalyst was the series of "Message
Understanding Conferences"17 (MUC) sponsored by
DARPA. Their organizers set up an evaluation proto-
col, as well as evaluation metrics borrowed from the
field of information retrieval.7 These have become a
model for NLP evaluation in general, and the MENELAS
evaluation in particular. MLP systems also more and
more lend themselves to evaluation. Friedman and
Hripcsak' have performed several evaluations of their
MedLEE system, as well as a literature survey of MLP
system evaluations. They propose a series of guide-
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lines for principled evaluation of MLP systems, to
which we return in the discussion.

MENELAS EVALUATION METHOD

We set up a black box evaluation method:7 only the
final, useful output of the system is examined: the data
which is expected by the user, or which is to be used by
further processes. In MENELAS, the processes which
make use of the representions built by the analysis
system are the Coding Service and the Consultation
Service. Relevant tasks are those implemented by these
services: code assignment and query-answering.

The data used for the query-answering evaluation are a
corpus of PDSS, taken from the French MENELAS PDS
corpus, and a questionnaire. The questionnaire con-
tains questions collected from potential users, which
they would ask from a system such as MENELAS. For
each PDS in the test corpus, a physician provided an-
swers to each query in the questionnaire. The principle
of the test consists in having the system automatically
analyze the same PDsS and automatically answer the
same queries, and then in comparing automatically the
system's replies with the expected answers. The corre-
sponding task in terms ofclassical information retrieval
would be to list the PDSS answering positively each
question (find the patients with the required character-
istics). A similar procedure is applied to evaluate the
coding task, where queries are substituted with codes.

The questionnaire. 32 queries were selected, based
on lists of cardiologists' queries collected in consor-
tium sites. The formal representation of each query
was prepared by a knowledge engineer. Two kinds of
queries can be formulated. (i) Yes -No queries expect
a positive or negative answer: e.g., "Was a coronary
angiography performed?", or "Was an exercise stress
test performed under treatment?". They are however
too limited (propositional logic) with respect to the
power of the representation. Therefore, we designed a
more powerful kind of evaluation query: (ii) Which
queries expect a specific answer, in the form of a list
of concept types which specialize the arguments of the
query: e.g., "What was the age of the patient?", or
"Was there a lesion, which lesion was it, and on which
artery?". Each of the 32 queries is represented by a
conceptual graph (CG) including a gloss, such as:

Which_Query LESION_LOC(*o,*x)
:English "Was therealesion,which andwhere?@
[morpho_anomaly:*x 'tfocus]--(state_of)
-->[physical_object:*o 'tfocus]

The test PDsS. For demonstrating MENELAS capaci-
ties at the end ofthe project, we selected a test corpus of
37 PDSS (7 of which had served to debug the system),
representing 393 sentences of up to 96 words. All
were written in the same cardiology department and

during the same month. The lexicon was upgraded to
include most of the words occurring in the corpus. The
other knowledge bases were also extended to cover the
concepts induced by these additional words.

Physician answers. Once the CG questionnaire was
set up, for each PDS a physician answered the (glossed)
queries, writing the answers on a paper form for this
PDS. These answers were then transcribed into a an-
swer file (one for each PDS) by a knowledge engineer.
An example answer is:

Answer LESIONLOC is
(interventricular-anterior-artery occlusion)

Physician codes. In the same way, the codes expected
for each PDS were prepared by a physician. In order
to take into account the variability of human coding,
the same preparation was done by a second coder
a professional coder. The two sets of expected codes
were entered in files, in a fairly straightforward format.

System answers and codes. The program's reply to
a query is obtained by graph matching. The concep-
tual graph representing the query is "projected" onto
the PDS representation built by the analysis system;
projection is a standard CG operation9 which matches
identical (=) or more specific (<) graphs. If this is
possible, the reply is the vector of concepts in the rep-
resentation which match "focus" concepts in the query
(or "yes" for Yes -No queries). If not, the reply is "no".

The answer comparison procedure. The goal of
the answer comparison procedure is to check whether
the replies computed by the program conform to the
expected answers. For each query, we compare the
expected answer (E) and the system replies (S). The
comparison cases are the following:

similar S = E correct
more specialized S < E correct
more generic S > E wrong
not comparable S ¢ E wrong
no reply iS correct iff AE

Code comparison goes along the same lines, except
that the code comparison operation is equality.

Computation of recall and precision. The question-
naire test can be viewed as an information retrieval (IR)
task. The task of IR, given a query, is to find the docu-
ments which satisfy this query. Typically, the query can
be glossed as "find all texts which contain <query>,"
or "find all texts where <query> is true." Yes-No
queries exactly fit this last formulation. Which queries
extend this basic functionality, and could be rephrased
as "find all texts where <query(X1x2 ... xn)> is true,
and show the values found in each text for variables
X1X2 ... x7)". A traditional evaluation of IR systems is
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given by computing recall (sensibility) and precision
(specificity).

Recall and precision can be computed straightfor-
wardly for Yes-No queries. The consideration of
Which queries in fact must be decomposed into two
parts. First, each Which query can be generically
considered as another kind of Yes-No query, corre-
sponding to the first part of the above gloss: "find
all texts where <query(x1x2...Xn) > is true." This
generic query is positively answered by all texts for
which any specific answer exists, and negatively an-
swered by all texts for which no specific answer exists.
Second, each specific answer expected for a Which
query can be considered as a more specific Yes-No
query, where the variables of the query are instanti-
ated. This specific query is positively answered as any
other Yes-No query, and negatively answered by all
texts for which this Yes-No query is false, in particu-
lar those for which only different answers to the same
generic query exist.

MENELAS EVALUATION RESULTS

A formal evaluation of a system is really interesting
on a final system. However, project resources were
not sufficient to reach such a state: the final MENELAS
prototype does not represent a full realization ofthe ap-
proach, and cannot be evaluated as such. Assessing its
results nevertheless does have value as a tool to monitor
progress as the system continues to be completed.

Results
The whole test was run once with the existing lexicons,
knowledge bases, and questionnaire representation. Its
global results were examined, in particular, the recall
and precision figures for each code and query. This al-
lowed us to identify the codes or questionnaire queries
which were problematic for the system. The closer ex-
amination of actual system output around these codes
and queries was performed only for the seven devel-
opment PDSS. This allowed us to identify the origin
of the problems, as relating to the representation of
the queries or codes or to the representation built by
the system, which itself can be caused by issues in the
lexica, knowledge bases or analysis procedures.

Upgrade at this stage was kept minimal, and was per-
formed only on system elements under the responsi-
bility of our team: query representation, knowledge
bases, pragmatic component and comparison proce-
dures. Note that one fourth of the sentences in the cor-
pus did not pass syntactico-semantic analysis (mainly
because they were long and needed too much space or
time to analyze); adding simple devices such as sen-
tence chunkers would help improve results a lot.

Coding. Over the 37 PDSS of the test corpus, 17/39
codes were found by the system. According to either

[CODER 1] or [CODER 2], 11/39 had a recall greater
than 50 %. Tables 1 and 2 show the recall and precision
obtained foreach coder, sorted by recall, then precision.

Table 1: Codes with recall > 50% [CODER 1].
Code

88.57
89.52
250.0
272.9
89.44
36.10
413.9
305.1
410.9
786.51

E

34
6
S
4
14
8

22
9
9
17

S

36
18
4
4
15
7
15
7
10
13

Cor

34
5
4
3
10
5
13
5
5
9

Rec
100
100
83
80
75
71
62
59
55
55
52

-PiPre

94
27
100
75
66
71
86
71
50
69

Code gloss
Scintigraphy
Coronarography
ECG
Diabetes
Dyslipaemia
Exercise test
Aortocoro. bypass
Angina pectoris
Tobacco abuse
Acute MI
Precordial pain

Total 227 172 110 48 63 (avg. rec.&pre.)

Table 2: Codes with recall > 50% [CODER 2].
Code
88.57
250.0
427.31
92.05
410.9
786.51
89.52
413.9
89.44
414.0
272.9

-E

3
1
1
1
1
6
9

11
26
6

S

4
2
3
10
13
18
15
15
13
4

Cor

3
1
1
1
1
5
7
7
13
3

Rec
100
100
100
100
100
100
83
77
63
50
50

Pre

75
50
33
10
7
27
46
46
100
75

Coronarography
Diabetes
Atrial fibrillation
Scintigraphy
Acute MI
Precordial pain
ECG
Angina pectoris
Exercise test
Arteriosclerosis
Dyslipaemia

Total 186 173 82 44 47 (avg. rec.&pre.)

Questionnaire. 22/30 generic queries obtained
replies, and 15/30 a recall greater than 50 % (table 3).
Table 4 illustrates specific answers, giving results for
query Lesion. Five more answers were expected
but not found (for aneurysm, atheromatosis, dissec-
tion, thrombosis).

Table 3: Generic queries with recall > 50%.
Query
Age
Sex
Ex.-Test-UnderUTT
Adm.-Reason-State
Planned-Proc.-Date
By-Pass
Coronarography
Coronarog.-Date
Angioplasty
Angioplasty.Lesion
Lesion
Known-Coron.-Dis.
Risk-Factor
Exercise-Test
Lesion-Loc

E
3T
37
2
30
7
1

37
27
13
13
30
15
21
12
28

-429

S
3T
37
2

34
36
7

36
36
14
14
30
23
14
15
17

369-

Cor
3737
2
30
7
1

36
26
12
12
24
11
14
7
15

285

Rec
100
100
100
100
100
100
97
96
92
92
80
73
66
58
53
-66-

D-mPre
100
100
100
88
19
14

100
72
85
85
80
47
100
46
88
77Total (avg. rec.&pre.)

Discussion of results
The overall results are of the same order as those ob-
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Table 4: Specific lesions, recall > 50%.
Query E S Cor Rec Pre
LESION=YES 30 30 24 80 80
LESION=stenosis 21 16 16 76 100
LESION=morpho.anom. 3 2 2 66 100
LESIONocclusion 11 7 7 63 100

tained by MUC competitors;17 but the MUC evaluation
was run on previously unseen texts, whereas MENELAS
was upgraded before the test.

The two human codings display striking variants: 11
of the 17 codes found have different expected assign-
ments, which results in a corresponding variation in
the recall and precision measured against these 'gold
standards'. For instance, code 305.1 (tobacco abuse)
was assigned to 9 patients by [CODER 1] and to 5 pa-
tients by [CODER 2]; the system assigned it 7 times,
all of which were correct according to the PDSS. How-
ever, they were not expected as a whole by either of
the human coders. The precision score in such cases is
therefore unduly decreased. Similar observations were
made for codes 272.9 (Dyslipaemia) and 427.31 (Atrial
fibrillation). This might explain why the coding pre-
cision values are generally lower than those obtained
for the questionnaire test. This may also show that
what must be coded is open to interpretation: all that a
system such as MENELAS can do is to propose a set of
potentially relevant codes, and let thehuman coder take
the final decision. Nevertheless, these results point out
the usefulness of such a system to help human coders
improve coding consistency.

The real potential of the approach is already visible in
the current prototype. A more detailed examination
of the results shows that MENELAS can perform better
than traditional IR methods on a variety ofqueries, such
as knowledge-based queries and complex queries. An-
swering some queries requires knowledge which is ex-
pressed neither in the query itself, nor in the input PDS.
For instance, asking for patient "risk factors" keeps
two pieces of knowledge implicit: (i) in the present
context, one refers to risk factorsfor coronaropathies,
and (ii) the set of cardio-vascular risk factors. Recall
and precision for the Risk-Factor query however
show a good level: R = 66 and P = 100 for the
generic query, while 6/7 specific queries range above
57 %, with 3 at 100 %.

Most queries look for more than just one atomic con-
cept or expression: they rely on the co-specification
of several pieces of information, linked with a
specific relation. For instance, query Lesion-
_Loc asks for an instance of (a sub-class of) lesion
(morpho_anomaly) and its localization. Another
instance of 'complex' query is Exercise_Test-
-Under-Treatment, which asks for patients who (i)

have had an exercise stress test, and who (ii) were un-
der treatment during this test. In both cases, a detailed
examination ofinput sentences evidences robustness to
the variability ofthe input and sensitivity to meaningful
syntactic markers such as negation.

DISCUSSION OF METHOD

Friedman and Hripcsak's collection of criteria' include
20 items in 5 groups. We discuss were tie MENELAS
evaluation method stands with respect to them.

Minimizing Bias. (1-6) Biases are important: the
evaluation was designed, prepared and performed by
the developer team; the test set could be seen by the
evaluation team, and some (limited) system modifica-
tion was performed during the test. This was deemed
sufficient for a prototype only just assembled and was
necessary given project resources.

Establishing a Reference Standard. (7) We made
some attempt at assessing the variability of experts; (8)
test set is large enough to distinguish levels of perfor-
mance; (9) choice of reference standard was based on
objectives of prototype - however, this is necessar-
ily a reductionist approach for query-answering: the
questionnaire only tests part of system output; (10)
coders correspond to the two most usual coding situa-
tions: a clinician [CODER 1] and a professional coder
[CODER 2]; the questionnaire was filled by a clinician
helped by a cardiologist.

Describing the Evaluation Methods. (11-13) We
attempted to provide information on the method, as
space constraints allowed. More detail is provided in
the MENELAS final report.6

Presenting Results. (14) Results pertain to the com-
plete test set, including the sentences that could not
be processed; (15) raw data is given on inter-coder
agreement; (16) no confidence interval was computed.

Discussing Conclusions. (17) Limitations of the
study are discussed (here); (18) some implications for
the possible use of such a system are mentioned; (19)
there is only moderate overgeneralization ofthe results;
(20) nearly no analysis of failures is presented.

We agree with Friedman and Hripcsak's guidelines as
an ultimate, ideal goal, necessary for comparative eval-
uation of systems and to assess their technical usability
in a clinical setting. When we designed this evaluation,
we considered a large part of the above criteria, but had
to drop some because the induced workload was too
heavy. This is especially true of bias minimization.
Nevertheless, our main interest at the prototype stage
was to have an automated procedure for monitoring
performance during development, as the lexicon and
knowledge bases were extended and as system mod-
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ules were added or improved: biases are much less
relevant in this context. To our knowledge, this is the
only instance of a formal evaluation of an MLP system
for producing a normalized conceptual representation
where scoring was performed automatically rather than
by a posteriori expertjudgment.

The main workload in the MENELAS testcame from (i)
the design, implementation and tuning of the evalua-
tion procedure, (ii) the preparation of the test data, and
(iii) the upgrade and debugging of the prototype dur-
ing the test. (i) is hopefully performed only once. (iii)
belongs to prototype development work, the results of
which the evaluation procedure precisely aims at mon-
itoring. Test data (ii) can be reused several times, but
new test data need to be prepared when system per-
formance stabilizes on it. One way to save evaluation
cost and to minimize bias would be to share test data.
This seems easy for codes; queries and answers should
be sharable across systems at least in their external
(glossed) forms. Sharing test corpora augmented with
expected resultsl8 (codes, query answers) would dis-
tribute some of the test set development effort. By
applying test sets prepared by other teams, one would
at the same time reduce bias.

An effort is still necessary to convert external test spec-
ifications such as natural language test queries into
formal representations (here, CGS) usable by the au-
tomated test procedure. This is a delicate operation,
which requires a good knowledge of the formal repre-
sentation. A knowledge engineer performed this task
in our experiment. An alternative would be to analyze
these natural language descriptions, using the sameNL
processor, into the target formal representations.
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